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Abstract. Large Language Models (LLMs) have significantly advanced
natural language processing but remain susceptible to biases that can re-
inforce discrimination and undermine equitable outcomes. As AI-driven
applications become increasingly embedded in critical decision-making
processes, mitigating these biases has become an ethical and regula-
tory necessity. This paper presents Meta-Fair, a tool suite designed for
evaluating fairness in LLMs. Meta-Fair comprises three integrated tools:
MUSE, which generates test cases; GENIE, which executes them across
multiple LLMs; and GUARD-ME, which analyses results to identify po-
tential inconsistencies. The suite employs metamorphic relations to sys-
tematically modify test inputs and evaluate whether LLM responses vary
based on demographic factors. Evaluation results demonstrate the effec-
tiveness of Meta-Fair in detecting biases in widely used LLMs. Demo
video: https://youtu.be/zJW_BL9UhqA.
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1 Introduction

Large Language Models (LLMs) have transformed natural language processing,
achieving remarkable capabilities in understanding and generating human-like
text. Despite these advancements, LLMs inherit biases from training data, lead-
ing to significant fairness concerns [6]. Such deviations can reinforce harmful
stereotypes, inadvertently introduce discrimination, and erode user trust, par-
ticularly in sensitive applications like healthcare or judicial systems, where algo-
rithmic decisions directly affect individual lives. With increasing regulatory focus
on AI ethics, exemplified by the European Union AI Act [1], ensuring fairness
in AI systems has become a pressing challenge.

Various methods have been proposed to evaluate and mitigate bias in AI
models. Traditional approaches include template-based techniques [5,9], which
use predefined sentence structures to assess bias systematically. However, these
methods often struggle to capture complex linguistic variations. More recent
work has explored fairness evaluation through Metamorphic Testing (MT). Un-
like traditional testing approaches that rely on predefined expected outputs, MT
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assesses software systems based on relations between inputs and outputs, known
as metamorphic relations (MRs) [3]. Prior studies applying MT in sentiment
analysis [2,8] have shown its effectiveness. However, these methods primarily
focus on structured tasks rather than the open-ended generative responses of
LLMs. METAL [4], for example, applies MT to LLM evaluation but relies on
predefined test cases, limiting adaptability.

Building upon these prior works, we introduce Meta-Fair, a tool suite de-
signed to automate fairness testing in LLMs through MT. It consists of three
integrated tools: MUSE 3, GUARD-ME4, and GENIE5. Each developed tool is
available on GitHub and can be deployed and used as an independent API. This
is a result of the European project Trust4AI, aimed at evaluating the trustwor-
thiness of LLMs.

2 Meta-Fair overview

Figure 1 illustrates the Meta-Fair workflow, where each tool plays a distinct role
in the evaluation process. The figure includes an example of the test cases gen-
erated by Meta-Fair and the (biased) response produced by the Gemma model.
Below, we describe these tools in detail.
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Fig. 1. Approach overview.

MUSE automatically generates bias-focused metamorphic tests by leveraging
LLMs themselves (step 1 ). It creates a source test case (item 1 ) and then ap-
plies a controlled perturbation, based on a predefined MR, to produce a follow-up

3 https://github.com/Trust4AI/MUSE
4 https://github.com/Trust4AI/GUARD-ME
5 https://github.com/Trust4AI/GENIE
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test case (item 2 ). To ensure test diversity, MUSE covers multiple configurable
bias dimensions, including gender, religion, sexual orientation, socioeconomic
status, and physical appearance. It also supports multiple generation strategies,
incorporating both explicit demographic references (e.g., “homosexual” for sex-
ual orientation) and implicit variations (e.g., “Olivia” for gender identity).

GENIE executes the test cases generated by MUSE on the LLM under test
in a controlled manner (step 2 ). It supports the interaction with LLMs from
different vendors, including models from OpenAI, Google, and locally deployed
versions via Ollama6. Additionally, GENIE allows customizable response for-
mats, such as list-based answers, boolean outputs, or free-text explanations.

GUARD-ME employs LLMs as judges, analysing the responses from GENIE to
detect biases and inconsistencies (step 3 ). It compares test outputs (items 3

and 4 ) to determine whether demographic references influence the responses.
Ideally, model outputs should remain consistent unless an explicit contextual
shift justifies variation. GUARD-ME can operate with a single evaluator or a
voting scheme involving multiple judge models.

3 Validation

We used the Meta-Fair suite in a previous study [7] to assess its effectiveness in
revealing bias on three widely used models: Llama 3 8b, Gemma 7b, and Mistral
7b. The analysis revealed varying detection rates across models, ranging from
31.1% in Llama 3 to 51.1% in Mistral. We also assessed the reliability of GPT-4
in automatic bias detection through GUARD-ME. The results showed that this
model detected fewer than half of the biased cases identified by human evalua-
tors, with recall values ranging from 41.9% to 52.8%. However, it demonstrated
high precision, with values between 85.5% and 97.6%, meaning that when it
flagged a response as biased, it was highly likely to be correct. We refer the
reader to [7] for more details and examples of the obtained biased responses.

4 Conclusions and future work

This paper presents Meta-Fair, a tool suite for evaluating the fairness of LLMs
through metamorphic testing. It consists of three key tools—MUSE, GENIE, and
GUARD-ME—which collectively generate test cases, execute them on LLMs,
and analyse results based on predefined MRs. Our evaluation demonstrated that
Meta-Fair effectively detects biases in widely used LLMs, with varying detection
rates between 31.1% and 51.1%.

Looking ahead, several enhancements are planned for Meta-Fair, including
experimenting with more diverse MRs and different models, both as test subjects
and as evaluators.

6 https://ollama.com
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