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Abstract. Artificial Intelligence (Al), particularly Large Language Mod-
els (LLMs), are called to reshape how we search information on the In-
ternet. Al regulation initiatives (e.g., EU Al Act) are rapidly emerging
to ensure that Al products are trustworthy and safe. However, ensuring
the regulatory compliance of an Al system currently relies on manual
checklists, making the process tedious, time-consuming, and hardly scal-
able. In this work-in-progress paper, we outline our vision for developing
a tool ecosystem aimed at automatically testing Al-driven search engines
in accordance with EU trustworthiness compliance requirements. Specif-
ically, we present some of the key quality characteristics to target, a brief
summary of the state-of-the-art LLM testing, and the key features of the
envisioned tool ecosystem.
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1 Introduction

Large Language models (LLMs) are emerging innovation products in the field of
generative Artificial Intelligence (AI), standing out for their ability to generate
novel and imaginative results. The irruption of tools such as ChatGPT, currently
integrated into the Bing search engine, holds the promise of changing the way
people explore information online and make decisions. Unlike traditional search
engines, which provide results based on keyword matches and pre-defined struc-
tures, these Al-enabled Search Engines (AISEs) [2] incorporate more advanced
contextual understanding and language generation. This means that they not
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only respond to specific queries but also have the ability to contextualize and
generate more coherent answers tailored to the user’s context.

Despite the remarkable benefits that these systems offer in various respects,
they also raise critical concerns about security and trust. Regulatory initiatives,
such as the Artificial Intelligence Act being developed by the European Union
(EU) [1], are expected to become essential, forcing companies providing Al prod-
ucts within the EU to ensure a certain level of trustworthiness. However, check-
ing an AI system regulatory compliance is currently a predominantly manual
process, and thus tedious, time-consuming, and unreliable.

In response to this problem, we envision a novel tool ecosystem for assessing
the trustworthiness of AISEs and testing their compliance with EU regulations.
Specifically, we aim to automate the generation of test cases and test oracles
using techniques such as metamorphic testing (MT) [7]. Our tool ecosystem will
be applicable both before and, more importantly, during operation. It will alert
developers when the model deviates from its expected behaviour, anticipating
trust-related problems, and mitigating their impact on end-users. In this work-in-
progress paper, we take a first step by identifying the key target quality attributes
to be tested and summarizing current testing approaches for LLMs. Finally, we
outline our proposal for automating the detection of bugs in AISEs.

This work is part of the project “TrustAl: Trustable AI-Driven Internet
Search”—recently funded within the EU NGI Search framework [4]—aimed to
transform the way we search and discover information and resources on the
internet.

2 Target Quality Attributes

Ensuring the trustworthiness of AISEs requires taking into account different
quality attributes. Based on the current version of the EU regulation (AI Act),
and the objectives established by the NGI Search framework [3], we will prioritize
detecting faults related to the following attributes:

— Robustness: AISEs should be reliable and accurate, e.g., search results
should be based on reliable sources to avoid the dissemination of false or
misleading information.

— Privacy: AISEs should respect the right of individuals to control their per-
sonal information and to decide who can access it, how, and for what pur-
pose, e.g., search results should not contain personal or sensitive information
about users, such as their phone number or home address.

— Fairness: AISEs should be fair and not discriminate against certain groups,
e.g., search results should not differ for users of different demographics or
religions.

— Explainability: AISEs should have the ability to explain and justify its
processes, results, and decisions in a way that is understandable by users.
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3 Automated Testing of Large Language Models

Most existing approaches for testing LLMs follow a black-box approach—this will
be the strategy used in our work. Black-box approaches can be classified into
three groups. The first group includes those techniques using specific datasets [g].
For example, a translator can be tested using a dataset containing English-
Spanish sentence pairs that allow the translations generated by the model to be
compared with the reference translations in the other language. This approach
focuses on specific use cases, allowing us to detect in which contexts these systems
could cause some issues.

The second group includes those approaches using metamorphic testing [5,
where bugs are detected by comparing the inputs and outputs of two or more
executions of the system under test. For example, we could ask a model like
ChatGPT to generate a text, and then to generate a “shorter version”. Intu-
itively, the second response should be shorter than the first one. Otherwise, a
potential bug would be revealed.

Finally, the third group includes those techniques using LLMs for assessing
the responses of the LLM under test to identify issues. This is often referred to
as LLM-as-a-Judge [9]. For example, we could use a model language to decide
whether another model’s responses exhibit bias.

4 Approach Overview

We envision an open-source tool ecosystem designed to automate the detection
of failures in AISEs, in alignment with current EU regulations. This ecosystem
will operate both before and during system operation. Based on our previous
work on automated testing of REST APIs [6], we plan to design a bot-driven
architecture to ensure system scalability and maintainability. The figure[I] shows
an initial outline of our proposal. We initially distinguish four types of bots: test
data generators, test executors, test evaluators, and test reporters. The bots
will communicate by exchanging messages using BOTICA, a bot communica-
tion platform developed in our previous project. Test data generators will be
responsible for creating test datasets—using techniques such as metamorphic
testing [5]—that will be used to assess the quality attributes of the model. Test
executors will be designed to execute the generated test data on the AISEs. Test
evaluators will be tasked with evaluating the results obtained from the execution
of test data using techniques such as metamorphic testing and LLM-as-a-judge.
Test reporters will generate reports and dashboards based on the evaluated re-
sults. Given the non-deterministic nature of AISEs, we expect different levels
of accuracy for each bot and the need to deal with false positives and nega-
tives. Therefore, human oversight will be crucial for which we plan to integrate
strategies for gathering and processing human feedback.
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Fig. 1. Bot-driven architecture approach for testing on AISEs.

5 Conclusions

The benefits of Al come at a price which, in the case of AISEs, may reveal them-
selves in the form of biased, unfair or dangerous responses. Regulatory initiatives
are positive, but difficult to check in practice. In this paper, we present our vision
for an ecosystem of tools designed to automatically assess the quality attributes
of AISEs, facilitating compliance monitoring with the EU Al regulations.
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